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Estado de Direito e Inteligência Artificial: Na encruzilhada entre escolhas humanas e escolhas de IA?

**RESUMO:**

*Objecto de estudo -* A disseminação global e ampla utilização dos sistemas de Inteligência Artificial, robots e tecnologias conexas (IA), particularmente, na última década, significaram, antes do mais, a necessidade de repensar o significado de *escolha.* O presente estudo tem como objecto de pesquisa a compreensão e ponderação sobre o significante e significado do signo *escolha* entendido enquanto capacidade de decidir entre uma miríade de opções possíveis. *Relevância da temática –* Escolhas humanas e escolhas algorítmicas*, i.e.,* resultantes de um sistema de IA, distinguem-se, desde logo e por ora, pela existência de um substracto orgânico, de uma mente e dos dispositivos como a consciência e sentimentos. Assim, a escolha humana terá subjacente dimensões e princípios éticos que as escolhas geradas por um algoritmo poderão, eventualmente, ignorar. Tudo dependerá, verdadeiramente, da escolha humana em fazer incluir ou excluir, *a priori*, princípios éticos no momento da construção dos sistemas de IA bem como a observância de códigos de conduta pelos *designers* deste tipo de sistemas. A questão torna-se, particularmente, relevante no caso dos sistemas de IA que operam em áreas sensíveis como a saúde, educação, eleições, *etc*…, ou seja, sistemas de IA que representam um risco elevado em áreas sensíveis e exigem o reforço da protecção dos Direitos Humanos e do Estado de Direito Democrático. Além da distinção fundamental entre escolhas humanas e algoritmos de IA, o presente estudo busca explorar uma terceira via: a interdependência entre humanos e IA no processo decisório. À medida que a IA se integra cada vez mais em áreas sensíveis, como saúde, educação e processos eleitorais, emergem questões cruciais sobre o grau de autonomia que sistemas de IA devem ter e o nível de supervisão humana necessário para garantir a proteção dos direitos fundamentais. A pesquisa propõe uma análise das implicações dessa colaboração entre IA e humanos, sugerindo que a verdadeira escolha não é apenas sobre a inclusão de princípios éticos nos algoritmos, mas também sobre o controle contínuo e responsabilização dos seres humanos que supervisionam esses sistemas. Essa perspectiva amplia o escopo da investigação ao considerar o papel contínuo do ser humano não apenas na fase de criação dos algoritmos, mas também na sua aplicação e monitoramento diário, garantindo que a IA seja uma ferramenta em prol da preservação do Estado de Direito e da proteção dos Direitos Humanos, e não um instrumento de erosão desses valores. De fato, é preocupante a capacidade da IA em trabalhar com a imensa quantidade de Leis de um Estado de Direto e interpretar um universo de casos de Jurisprudência, dadas as atuais limitações técnicas que podem gerar dissonância jurídica, ao mesmo tempo que supera muitíssimo a capacidade de escolha estatística de qualquer ser humano. *Objectivos da pesquisa* – Destarte, procuramos, primeiro, conhecer a real possibilidade de integração de princípios éticos na construção de sistemas de IA e da sua monitorização por seres humanos; segundo, aquilatar o impacto daquela integração na protecção dos Direitos Humanos e do Estado de Direito Democrático; terceiro, identificar as medidas adequadas a uma efectiva protecção dos Direitos Humanos e do Estado de Direito Democrático. O enfoque do presente estudo dirige-se às soluções identificadas, particularmente, mas não exclusivamente, nos ordenamentos jurídicos português e brasileiro. *Metodologia adoptada-* Para tal, será aplicado o método juscomparativo, o método de abordagem hipotético-dedutivo e a análise categorial de conteúdo. Considerando a proliferação de medidas legislativas, no âmbito da utilização de sistemas de IA e da protecção dos Direitos Humanos e do Estado de Direito Democrático, serão consideradas seguintes *questões:* quais os efeitos das medidas proibitivas e das medidas preventivas, na utilização de sistemas de IA? Qual o significado da adopção destas medidas na construção dogmática dos Direitos Humanos e do Estado de Direito Democrático? Além destas questões, serão também apresentados *resultados parciais* relativos à apreciação do impacto da adopção destas medidas na relação entre ordenamentos jurídicos, particularmente, no seu espaço digital.
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**ARTIGO COMPLETO:**

**Estado de Direito e Inteligência Artificial: Na encruzilhada entre escolhas humanas e escolhas de IA?**

*1. Introdução: A Emergência de um Novo Paradigma Decisório*

A ampla disseminação dos sistemas de Inteligência Artificial (IA) e das tecnologias conexas ao longo das últimas décadas impôs desafios sem precedentes aos modelos tradicionais de tomada de decisão e ao próprio conceito de escolha. Em um contexto jurídico, a escolha é historicamente vinculada à capacidade humana de deliberar com base em valores, princípios e normas, expressando juízos de valor subjetivos e integrados a um sistema ético-cultural. A ascensão da IA como agente decisório coloca em xeque essa concepção, pois traz para o centro da discussão a autonomia algorítmica e seus impactos sobre os Direitos Humanos e o Estado de Direito.

Diante desse cenário, o presente texto propõe-se a analisar a interseção entre escolhas humanas e escolhas algorítmicas, investigando não apenas suas distinções, mas também suas interdependências no contexto de sistemas de IA aplicados a áreas sensíveis, como a saúde, a educação e os processos eleitorais, nomeadamente, a susceptibilidade de os sistemas de IA influenciarem, *a priori*, os processos de formulação do pensamento humano, ou seja, a possibilidade de manipulação do pensamento humano e, consequentemente, as escolhas humanas que dele resultem (Aguiar, 2024).

*2. O Significado da Escolha no Contexto Humano e Algorítmico*

A *escolha humana* é tradicionalmente compreendida como um processo subjetivo que envolve componentes racionais, emocionais e éticos. Como ensinam Beauchamp e Childress, (2002, p. 137), o termo "autonomia" tem origem no grego antigo — autos (próprio) e nomos (regra, governo ou lei) — e foi inicialmente utilizado para designar a capacidade de autogoverno das cidades-estado independentes da Grécia. Com o tempo, o conceito foi progressivamente transposto para o âmbito individual, adquirindo múltiplas acepções, tais como autogoverno pessoal, exercício da liberdade, direito à privacidade, autodeterminação, livre-arbítrio, capacidade de orientar o próprio comportamento e reconhecimento do indivíduo como sujeito de si mesmo.

Na tradição filosófica ocidental, tem sido enfatizado o papel da deliberação e da moralidade no processo decisório, postulando que a escolha humana não se reduz a um cálculo lógico, mas integra valores e experiências sensoriais. A afirmação dos valores liberais possibilitou, há mais de dois séculos, o florescimento de uma consideração especial, na cultura ocidental, pela liberdade de autodeterminação dos indivíduos e pelo poder de conduzirem suas vidas conforme as normas que autonomamente escolhem. Incorporada como expressão dos modelos socioeconômicos e políticos que se consolidaram na experiência ocidental, a autonomia passou a ocupar lugar de destaque entre os valores reconhecidos pela sociedade como fundamentais à sua constituição e continuidade (Barreto Neto, 2014, p. 332). Em Kant (2014), por exemplo, o conceito de autonomia constitui o fundamento central de sua ética e se traduz em liberdade. Para o filósofo, a autonomia corresponde à capacidade da vontade de se autodeterminar, ou seja, de se reger por leis que ela mesma se impõe. Trata-se de um autogoverno racional, que expressa a liberdade moral do sujeito. Nesse sentido, a verdadeira escolha autônoma não se orienta por consequências externas ou imediatas, tampouco por interesses, inclinações, prudência ou mera conformidade com regras. Ela decorre de uma adesão consciente e livre à lei moral, guiada pela razão prática. Em outras palavras, podemos dizer que, para Kant, a autonomia é a vontade própria. É governar-se por si mesmo. É a escolha que não leva em conta as consequências externas e imediatas dos atos e nem as regras, por pura prudência, inclinação, interesse ou conformidade. Isto é, a autonomia genuína se revela quando o indivíduo orienta suas ações pelo respeito à lei moral que ele próprio, de forma racional, reconhece como válida — ou seja, quando age conforme o imperativo categórico. Nessa perspectiva, a liberdade, segundo Kant, não se reduz à simples ausência de impedimentos externos, mas consiste na capacidade de autolegislação, isto é, de conduzir-se segundo princípios universais fundados na razão.

Cassirer, um dos mais destacados intérpretes do pensamento kantiano, destaca com precisão o sentido de autonomia em Kant ao afirmar: "A autonomia é aquela vinculação entre a razão teórica e a razão moral, na qual esta última tem a consciência de estar vinculando-se a si mesma" (Cassirer, 1968, p. 287). Com isso, enfatiza-se que, para Kant, a moralidade autêntica surge da capacidade da razão prática de legislar para si própria, sem imposições externas, constituindo-se como expressão da liberdade racional. Nesse sentido, “Aí reside talvez o maior contributo de Kant às teorias da autonomia: a liberdade como autonomia, que significa o desprendimento do indivíduo tanto de fatores externos [...] Para Kant, o exercício da autonomia é a liberdade mesma” (Barreto Neto, 2013).

Traslada para o universo jurídico ocidental, a autonomia se apresenta como um princípio decorrente da dignidade humana, como expressão da liberdade de decidir, de escolher. Nesse sentido, princípio da autonomia da vontade é reflexo da liberdade que nos é conferida pelo ordenamento jurídico, com berço em norma constitucional, entendida como o estatuto jurídico do político conforme nos ensina Canotilho (1995) e se constitui em um dos pilares fundamentais do Direito, transversal a diversos ramos e manifestações jurídicas. A liberdade de decisão e de ação constitui um dos pilares fundamentais do Direito, transversal a diversos ramos e manifestações jurídicas. Conceitos como autonomia e escolha são expressões dessa liberdade, e adquirem contornos próprios em áreas como, por exemplo, o Direito Civil e a Bioética. Em cada uma dessas esferas, a autonomia é reconhecida como valor jurídico e ético, que assegura às pessoas a capacidade de autogoverno, dentro dos limites estabelecidos pela ordem jurídica. No Direito Civil, a autonomia da vontade manifesta-se especialmente no âmbito das relações contratuais. Trata-se do princípio segundo o qual as partes têm liberdade para celebrar contratos e estabelecer suas cláusulas, desde que respeitados os limites da lei, da ordem pública e da função social dos contratos. A autonomia contratual, porém, não é absoluta. Seu exercício exige conhecimento, consciência e equilíbrio entre as partes, razão pela qual o aconselhamento jurídico revela-se essencial. É por meio de uma orientação qualificada que se assegura que a vontade seja livre, informada e verdadeiramente consentida — evitando-se vícios como erro, dolo ou coação. Já na Bioética, o princípio da autonomia assume um caráter profundamente ligado à dignidade humana. Pressupõe o respeito à capacidade individual de tomar decisões sobre a própria vida, o próprio corpo e os próprios cuidados em saúde. É o direito de autodeterminação que garante ao paciente, por exemplo, a possibilidade de aceitar ou recusar tratamentos médicos. Essa liberdade de escolha é reconhecida como elemento indispensável para um atendimento humanizado, ético e de qualidade, no qual o sujeito é visto como agente ativo de sua trajetória terapêutica. A autonomia, nesse campo, é inseparável da ideia de consentimento livre e esclarecido — eixo estruturante da relação médico-paciente. Assim, seja no plano individual, seja no plano institucional, o Direito, nas sociedades ocidentais, valoriza a autonomia como fundamento da liberdade, da responsabilidade e da legitimidade das decisões. O respeito à escolha — livre, consciente e informada — é, em última instância, uma condição necessária para a realização de uma ordem jurídica justa e democrática.

Num outro giro, a questão da autonomia também pode ser apreciada à luz da neurociência que vem ensinando que no processo das escolhas humanas importa, além do substrato orgânico, também os sentimentos homeostáticos, ou seja, os sentimentos que resultam de processos de homeostasia entendidos como o “[…] processo de manutenção dos parâmetros fisiológicos de um organismo vivo (por exemplo, temperatura, pH, níveis de nutrientes, operações viscerais) dentro da amplitude mais conducente ao ótimo funcionamento e à sobrevivência.” (Damásio, 2020, p. 113). As emoções constituem, por isso, ações involuntárias externas e internas que apoiam a homeostasia e traduzem-se em determinados comportamentos (ex. alterações do ritmo cardíaco, reagir com medo, alegria, etc.) (Damásio, 2020, p. 114). Assim, as escolhas humanas, além de resultarem do pensamento racional são também resultado dos sentimentos, e sentimentos homeostáticos. De facto, e como vimos afirmando (Aguiar, 2024, p. 6-7), as escolhas humanas e o seu carácter único, individual e original resulta, precisamente do facto de o ser humano sentir e raciocinar, dependendo das exigências de cada momento. Para Damásio, a escolha humana é, por isso, expressão da “[…] *guerra entre o sentimento e a razão.”* (Damásio, 2020, p. 20)[[1]](#footnote-1), pelo que “Vivemos a vida a sentir, ou a raciocinar, ou ambas as coisas, dependendo daquilo que nos é exigido pelas circunstâncias.” (Damásio, 2020, p. 20). Também M. Sigman refere como a informação emocional recebida pelo cérebro, através dos sentidos, e a sua manifestação em variáveis corporais são suscetíveis de influenciar o nosso processo de decisão (Sigman, 2015, p. 75-76). Além da informação emocional, Sigman destaca como as “boas conversas”[[2]](#footnote-2) podem contribuir, da perspetiva da neurociência, para o processo de escolhas humanas visto que “As boas conversas temperam, permitem compreender diferentes pontos de vista e atenuam a violência.” (Sigman, 2023, p. 68), sendo que, cientificamente, “[…] a boa conversa é a melhor forma de desenvolver uma ampla liberdade de pensamento […]” (Sigman, 2023, p. 68). Mas, liberdade do pensamento humano significa contemplar o ser humano na sua qualidade de ser natural, enquanto concretização da natureza na medida em que as decisões humanas livres “[…] são livremente determinadas pelos resultados das interações fugazes e riquíssimas entre os milhares de milhões de neurónios no nosso cérebro: são livres quando é o interagir desses neurónios a determiná-las.” (Rovelli, 2022, p. 67). A individualidade traduz-se, assim, neste interagir dos neurónios ou, como bem lembra Feynman, num esquema ou numa dança de átomos no nosso cérebro (Feynman, 1955, p. 14)[[3]](#footnote-3). Ser-se livre significa, por isso, que os nossos comportamentos não são simplesmente determinados pelas leis da natureza, mas pelas leis da natureza que atuam no nosso cérebro (Rovelli, 2022, p. 67). Muito bem…, mas, aqui chegados, deveremos questionar: afinal, qual a relevância deste contexto das escolhas humanas nas escolhas algorítmicas? O que importa ao Direito e aos sistemas de IA o contexto neurocientífico das escolhas humanas? Bom, desde logo, a forma como a utilização de sistemas de realidade virtual, em sede de audiência de instrução e julgamento, encerram o potencial de influenciar as decisões do juiz (enquanto ser humano) levam-nos a questionar a observância do princípio da livre apreciação da prova, o princípio da imediação e o respeito pela Dignidade da Pessoa Humana, neste contexto (Duarte e Aguiar, 2023, p. 233 ss.). De facto, a utilização de sistemas de realidade virtual significa uma imersão global do ser humano numa realidade que não é natural, mas virtual, construída a partir de IA. De todo o modo, os sentimentos experimentados pelo ser humano no âmbito da realidade virtual, não deixam de ser sentimentos humanos, não importando a sua fonte. Como relembra Harari, “Dor é dor, medo é medo, amor é amor […]. Não importa se o medo que sentimos tem origem numa coleção e átomos no mundo exterior ou em sinais elétricos manipulados por um computador. O medo continua a ser real. […]” (Harari, 2021, p. 289). Ainda assim, e na medida em que agimos eticamente a partir do entendimento e não do instinto (Humphrey, 2023, p. 236), existe a possibilidade de o ser humano escolher, por exemplo, utilizar ou não utilizar a realidade virtual nestes contextos. De todo o modo, escolhendo utilizar, deverá procurar compreender o significado global da sua utilização bem como das suas consequências. A escolha humana que se determina pela utilização de um determinado sistema de IA deverá, por isso, ser uma escolha educada, informada e esclarecida, sobre todos os aspectos. Esta literacia digital é particularmente relevante nas dimensões sensíveis da sociedade como a justiça, saúde, defesa e educação (Mazzi *et al.*, 2023). De outra forma, o sentimento de autonomia que os utilizadores experimentam na tomada de decisões algorítmicas é apenas uma ilusão (Lu, 2024).

Por outro lado, os sistemas de IA, por mais avançados que sejam, operam sob um paradigma distinto, norteado por algoritmos que em sua definição mais fundamental, são conjuntos finitos de instruções bem definidas, organizadas em uma sequência lógica destinada a resolver um problema ou realizar uma tarefa. Do ponto de vista da ciência da computação, constituem o núcleo do funcionamento de qualquer sistema automatizado, pois orientam a máquina sobre como processar entradas (dados) para gerar saídas (resultados). Contudo, os algoritmos não são apenas estruturas técnicas abstratas: eles refletem escolhas humanas — conscientes ou não — quanto aos critérios de análise, às formas de categorização e aos objetivos finais do processamento. Nesse sentido, algoritmos carregam valores, pressupostos e priorizações que, ainda que implícitos, influenciam diretamente os seus resultados.

Na era da inteligência artificial, os algoritmos assumem uma complexidade ainda maior. Sistemas baseados em aprendizado de máquina (*machine learning*) utilizam algoritmos capazes de modificar seu próprio comportamento a partir da experiência extraída de grandes volumes de dados. Diferentemente de algoritmos determinísticos tradicionais — em que cada entrada leva a uma saída previsível —, esses sistemas se caracterizam pela adaptabilidade e pela construção de modelos estatísticos que “aprendem” com padrões detectados nos dados. Esse processo de autoajuste, ainda que poderoso, pode tornar os algoritmos opacos e imprevisíveis, dificultando a compreensão de seus critérios decisórios mesmo por seus criadores. Além disso, algoritmos modernos frequentemente operam em redes neurais artificiais e arquiteturas de *deep learning*, que simulam em alguma medida o funcionamento do cérebro humano. Nessas estruturas, o conhecimento não é armazenado em regras explícitas, mas em ponderações distribuídas entre camadas de processamento. Isso aprofunda ainda mais o desafio da explicabilidade algorítmica — ou seja, da possibilidade de compreender e justificar as decisões tomadas por sistemas automatizados.

Ora a *escolha algorítmica* é resultado de um conjunto de regras formais, padrões estatísticos e aprendizado de máquina, que buscam maximizar a eficiência de um resultado a partir da análise preditiva de grandes volumes de dados (big data), ou seja, dependem, além de uma quantidade imensa de dados de treino, também de uma “[…] sequência de instruções que diz a um computador o que fazer.” (Domingos, 2017, p. 25), e que “[…] têm de ser suficientemente precisas e não ambíguas para serem executadas por um computador.” (Domingos, 2017, p. 27). No essencial, “[…] os dados entram no computador, o algoritmo faz o que quer com eles, e o resultado sai.” (Domingos, 2017, p. 30). Naturalmente que o resultado dependerá, não só das escolhas humanas que originaram o algoritmo e as instruções, mas também das características dos dados de treino disponibilizados pelo ser humano, sendo este derradeiro aspecto particularmente relevante no caso da GenAI. Independentemente da escolha humana inicial, certo, porém, é que (pelo menos, até certa medida) os algoritmos fazem uma escolha, uma escolha algorítmica, é certo, mas uma escolha.

Destarte, a distinção fundamental entre esses dois modelos de decisão (escolha humana e escolha algorítmica) reside no fato de que a IA, enquanto artefato tecnológico, carece de consciência e de uma estrutura cognitiva capaz de conferir intencionalidade e responsabilidade moral às suas escolhas. Contudo, sua crescente sofisticação na interpretação de dados e no aprendizado autônomo levanta a questão de até que ponto as decisões algorítmicas podem ser equiparadas às humanas e quais são os mecanismos adequados para garantir que suas escolhas permaneçam alinhadas aos valores democráticos e aos direitos fundamentais. Nesse sentido, recordando Norbert Wiener (fundador da Cibernética), o instituto Max Planck (2024) alertou para o fato de as máquinas inteligentes poderem nem sempre tomar decisões da forma que os humanos prevejam - ou desejem.

É nesse ponto que a discussão sobre autonomia se intensifica. Ainda que as máquinas não possuam consciência ou vontade no sentido humano, os sistemas de IA têm adquirido crescente capacidade de operar de forma autônoma, ou seja, sem intervenção humana direta a cada tomada de decisão. Essa “autonomia algorítmica” – que não é a autonomia humana - levanta importantes desafios éticos e jurídicos: como garantir que essas decisões estejam alinhadas com os valores e direitos fundamentais das pessoas? Como assegurar transparência, responsabilidade e possibilidade de contestação em decisões automatizadas que impactam vidas humanas?

Justifica-se, assim, a emergência da designada *machine ethics*, ou seja, a consideração de princípios éticos no processo de elaboração uma escolha algorítmica (Duarte, Aguiar, González, 2024). De facto, a criação de *robots* sem emoções poderia significar no limite, *v.g.*, que “Perante um incêndio descontrolado, o *robot* poderá salvar em primeiro lugar os ficheiros do computador, e não as pessoas, porque a sua programação pode indicar que os documentos importantes não podem ser substituídos, mas os trabalhadores sim.” (Kaku, 2014, p. 299). De todo o modo, no início da IA, estava o ser humano pelo que a escolha algorítmica deverá sempre depender, em última análise, de uma escolha humana. Por isso, será necessário que um ser humano escolha o tipo de programação do *robot* de modo a distinguir o que é ou não importante para o ser humano (Kaku, 2014, p. 229-300). Por isso, também, talvez se discuta o papel dos *artificial moral agents*, ou os agentes morais artificiais que tomam decisões éticas e se sistematizam em quatro tipos: no essencial, os *ethical impact agents* (que produzem consequências morais sem intenção); *implicit ethical agents* (que agem eticamente devido à sua programação); *explicit ethical agents* (que processam e tomam decisões morais); e os *full ethical agents* (que possuem consciência, intencionalidade e livre-arbítrio, características atualmente exclusivas dos humanos)[[4]](#footnote-4).

*3. O Papel da IA na Proteção (ou Risco) dos Direitos Humanos e do Estado de Direito*

A introdução de sistemas de IA no domínio jurídico e administrativo tem potencial para aprimorar a eficiência dos serviços públicos e a previsibilidade das decisões judiciais. No entanto, também apresenta riscos significativos, especialmente quando aplicada a domínios sensíveis como a segurança pública, a concessão de benefícios sociais e a gestão de processos eleitorais[[5]](#footnote-5).

A preocupação central reside na possibilidade de que escolhas algorítmicas, ao serem adotadas sem a devida supervisão e transparência, acabem reforçando desigualdades e preconceitos estruturais. Estudos demonstram que algoritmos de IA podem reproduzir vieses discriminatórios, seja pela inadequação dos dados de treinamento, seja pela falta de mecanismos de auditoria e controle humano (Barocas, Hardt & Narayanan, 2019). No contexto das eleições, por exemplo, sistemas automatizados de segmentação de eleitores e modulação de discursos políticos podem comprometer a integridade do processo democrático, violando direitos fundamentais à privacidade e ao acesso igualitário à informação (Kroll et al., 2017).

Segundo a definição apresentada no *The Blueprint for an AI Bill of Rights* (The White House, 2022), a discriminação algorítmica ocorre quando sistemas automatizados produzem ou contribuem para tratamentos ou impactos injustificados e desfavoráveis dirigidos a indivíduos com base em características como raça, cor, etnia, sexo, gravidez, parto e condições médicas correlatas, identidade de gênero, condição intersexo, orientação sexual, religião, idade, origem nacional, deficiência, status de veterano, informações genéticas, entre outras classificações protegidas por lei. A depender do contexto e das circunstâncias específicas, tais práticas podem configurar violação de garantias legais asseguradas por dispositivos normativos nacionais ou internacionais.

A crescente adoção de sistemas algorítmicos em diversas áreas sociais tem evidenciado a presença de vieses discriminatórios, que resultam em tratamentos desiguais de indivíduos com base em atributos como raça, classe social, gênero, orientação sexual, idade, nacionalidade, deficiência, religião e convicções políticas, como tem apontado a literatura. Tais distorções podem ter origem na interação humano-máquina, na seleção de dados enviesados ou em padrões latentes presentes nos *datasets* utilizados para treinar os sistemas de machine learning. Os efeitos discriminatórios concretos dessas práticas vão, por exemplo, desde a negativa de crédito, emprego e benefícios sociais até decisões judiciais automatizadas que penalizam injustamente determinados grupos.

No particular, destaca-se o conceito de “caixa-preta algorítmica” que se refere à dificuldade — e, por vezes, à impossibilidade — de auditar os critérios internos de decisão de sistemas de IA, sobretudo aqueles baseados em aprendizado profundo. O termo “caixa-preta”, tal como empregado por Pasquale (2015) opera como uma metáfora dual: refere-se tanto a um dispositivo de gravação — como um sistema de monitoramento de dados — quanto a um sistema cujos mecanismos internos permanecem secretos ou desconhecidos. De acordo com Pasquale, em uma sociedade de caixas-pretas, os indivíduos enfrentam diariamente ambas as dimensões desse conceito: à medida que são sistematicamente monitorados por empresas privadas e por órgãos governamentais, perdem a capacidade de compreender, de forma significativa, para onde seus dados são direcionados, como são utilizados e quais podem ser as consequências da manipulação e divulgação dessas informações por tais entidades. Essa opacidade compromete o princípio da motivação das decisões administrativas e judiciais, inviabiliza o contraditório e dificulta a reparação de eventuais erros ou injustiças, configurando, assim, um risco real ao devido processo legal.

De fato, a governança algorítmica, quando desprovida de mecanismos de explicabilidade, gera incertezas jurídicas e fragiliza a confiança social nas instituições públicas. No campo do reconhecimento biométrico, por exemplo, diversos estudos demonstram que a acurácia dos sistemas varia significativamente de acordo com o grupo populacional analisado. Buolamwini e Gebru (2018) investigaram se sistemas comerciais de reconhecimento facial tratam diferentes grupos de forma justa — especialmente quando se leva em conta a cor da pele e o gênero das pessoas[[6]](#footnote-6).

Dessa forma, a questão que se coloca não é apenas a inclusão de princípios éticos na programação de algoritmos, mas a criação de mecanismos institucionais que assegurem a responsabilização contínua dos agentes humanos responsáveis pelo desenvolvimento e monitoramento desses sistemas. É precisamente para esta necessidade que alerta o estudo desenvolvido para a UNESCO, por Innerarity (2024), sobre a IA e a Democracia bem como para a necessidade de uma governança democrática da IA, empenhada na construção de um mundo mais pacífico, inclusivo, equitativo e democrático através da proposta de diversas medidas como a educação e literacia digital, um desenvolvimento tecnológico a par de uma governança democrática; um desenvolvimento legislativo e regulatório da IA que afaste prática abusivas e promova o bem-comum, a explicabilidade, a transparência, o direito de queixa, o pluralismo e a inclusão (Innerarity, 2024). Também nesta senda, mas com um particular enfoque na ética da IA na realidade portuguesa, o estudo de Saraiva (2024) vem demonstrar a necessidade de uma análise multifacetada, de um enquadramento regulatório robusto, de lideranças eficazes e de esforços conjugados entre os vários intervenientes de modo a que os princípios éticos que orientam a IA não representem um estrangulamento da inovação mas, ao invés, um desenvolvimento no sentido do respeito dos Direitos humanos, do bem-estar e da Justiça Social.

*4. A Interdependência entre Humanos e IA na Tomada de Decisão*

Além da dicotomia entre escolhas humanas e algorítmicas, este estudo propõe explorar um terceiro eixo: a interdependência entre ambos no processo decisório. Sistemas de IA estão cada vez mais integrados à rotina dos operadores do Direito, sendo utilizados para análise de precedentes, predição de litígios e automatização de decisões administrativas. Esse cenário exige um novo modelo de governança, em que a IA não substitua, mas complemente a tomada de decisão humana[[7]](#footnote-7).

No contexto judiciário, por exemplo, a IA já é utilizada em tribunais para auxiliar na triagem de processos, na sugestão de jurisprudência aplicável e na análise probabilística de resultados (Aletras et al., 2016; Martinho, 2023[[8]](#footnote-8)). No entanto, a falta de transparência dos modelos de *machine learning* pode gerar desafios significativos para a previsibilidade e a coerência do Direito, especialmente quando decisões judiciais forem influenciadas por padrões estatísticos sem um devido escrutínio crítico. Assim, considerando o potencial dos sistemas de IA na formação do pensamento humano foi possível identificar duas problemáticas distintas (Aguiar, 2024, p. 18 ss.): por um lado, a utilização da IA enquanto mero instrumento auxiliar da atividade judicial; por outro lado, a utilização de sistemas de realidade virtual, onde a sala de audiência e os intervenientes processuais interagem no metaverso através dos seus avatares (*vide, v.g.,* Quiñones Triana, 2023). Sobre a primeira problemática, será, ainda, possível determinar que a “última palavra” caberá a um ser humano, ou seja, que a monitorização dependerá, em última análise, sempre de um ser humana. Quanto à segunda problemática, outras questões se levantam, particularmente, a questão de saber de que forma o pensamento do juiz. Enquanto ser humano é susceptível de ser vulnerável aos conteúdos apresentado no metaverso, condicionando a sua mente, *ab initio*, e, assim, as suas escolhas humanas. Ou seja, falamos aqui da possibilidade de os sistemas de IA influenciarem diretamente o pensamento humano na sua formação, explorando as suas vulnerabilidades e condicionando-o de forma indelével e afetando, por exemplo, o princípio da livre apreciação de prova cuja dimensão de “liberdade” será, talvez assim, algo condicionada. Além desta questão, também outras de índole mais imediata se colocam, como *v.g.*, a possibilidade furto de avatar ou de utilização indevida de dados pessoais. Certo é que a vulnerabilidade do pensamento humano, na sua formação, perante os desafios colocados pelos sistemas de AI, justifica o advento do âmbito de proteção dos neurodireitos, em diversos ordenamentos jurídicos (como veremos, seguidamente), na medida em que o objeto de proteção se dirige diretamente à formação do pensamento humano, ou seja, os direitos da mente.

*5. Questões Fundamentais para a Regulação da IA*

Frente a esse cenário, não basta inserir princípios éticos de forma abstrata nos códigos computacionais. A governança da IA demanda a construção de mecanismos institucionais robustos, que assegurem transparência, auditabilidade e responsabilização contínua dos agentes humanos envolvidos no desenvolvimento, na contratação e na supervisão desses sistemas. A lógica do Estado de Direito exige que todo exercício de poder — inclusive o mediado por tecnologias — esteja sujeito a controles legais, institucionais e democráticos. A responsabilização não pode se perder em uma cadeia difusa de atribuições entre empresas, programadores e órgãos públicos. A ausência de regulação específica favorece a impunidade e a perpetuação de práticas discriminatórias automatizadas. Torna-se essencial estabelecer marcos jurídicos que reconheçam a especificidade da “prova algorítmica”, disciplinem sua validade e forneçam critérios técnicos para aferir sua idoneidade.

Considerando a proliferação do debate sobre os regimes normativos que buscam regular a IA em diversos países, bem como a própria legislação já em vigor (vide por exemplo o Regulamento Europeu sobre Inteligência Artificial de 2024), duas tendências (ou necessidades) podem ser vislumbradas: a adoção de medidas proibitivas e a adoção de medidas preventivas.

As medidas proibitivas tratam de normas que vedam determinadas aplicações de IA devido aos riscos elevados à sociedade, como sistemas de reconhecimento facial em espaços públicos e decisões automatizadas sem possibilidade de revisão humana. Já as medidas preventivas, por sua vez, constituem-se de estratégias de governança que buscam minimizar riscos através da implementação de auditorias, transparência algorítmica e exigência de supervisão humana em processos sensíveis.

A União Europeia propôs um marco regulatório inovador com o Regulamento Europeu de Inteligência Artificial (AI Act), aprovado em 2024. A norma estabelece uma abordagem baseada no risco, classificando os sistemas de IA em quatro categorias: risco mínimo, risco limitado, alto risco e risco inaceitável. Essa última categoria abrange um conjunto restrito de aplicações de IA consideradas particularmente prejudiciais por violarem os direitos fundamentais reconhecidos pelo direito europeu. Tais utilizações — como sistemas de pontuação social pelo Estado, manipulação subliminar de comportamento e reconhecimento facial indiscriminado em espaços públicos — são classificadas como "inaceitáveis" e, portanto, proibidas. Essa classificação visa compatibilizar a inovação tecnológica com a proteção da dignidade humana, impondo limites objetivos ao uso de IA em contextos que envolvem poder estatal, assimetrias de informação e vulnerabilidade social. Trata-se de um esforço normativo relevante para preservar o espaço de deliberação e escolha livre dos indivíduos, mesmo em ambientes fortemente automatizados. O Regulamento Europeu de Inteligência Artificial (UE, 2024) classifica determinadas aplicações como de “risco inaceitável”, vedando seu uso, salvo em exceções estritas relacionadas à segurança pública. Este nível abrange um conjunto restrito de aplicações de inteligência artificial consideradas especialmente prejudiciais, por representarem violações aos direitos fundamentais reconhecidos pela União Europeia. Essa abordagem baseada em proibições e medidas preventivas oferece um modelo relevante, pois incorpora o princípio da precaução e exige supervisão humana em aplicações sensíveis.

Por sua vez, o Brasil (2023) ainda carece de um arcabouço legal que enfrente essas questões com a densidade necessária. O Projeto de Lei 2.338/2023 (Marco Legal da IA) e o PL 3.069/2022 são tentativas embrionárias (inclusive com a proposta de criação de novos direitos — como os neurodireitos e os direitos biométricos) que merecem aperfeiçoamento, embora seus trâmites legislativos ainda não tenham se encerrado.

A adoção dessas medidas levanta questionamentos sobre sua eficácia na construção dogmática dos Direitos Humanos e do Estado de Direito. Qual o impacto dessas regulações na relação entre ordenamentos jurídicos? Como garantir um equilíbrio entre inovação tecnológica e proteção dos direitos fundamentais?

Além disso, coloca-se a delicada questão da compatibilidade entre diferentes modelos regulatórios: como harmonizar legislações nacionais com os padrões internacionais de proteção de dados, direitos humanos e segurança cibernética de modo a evitar-se um “dumping regulatório”, em que empresas migram para jurisdições menos exigentes para evitar responsabilidades?

Outro ponto de tensão refere-se à mediação entre inovação e controle. A imposição de regulação excessiva pode desencorajar o desenvolvimento de tecnologias socialmente benéficas, enquanto a ausência de normatização adequada pode gerar efeitos colaterais irreversíveis, como discriminação algorítmica, vigilância desproporcional e erosão da autonomia individual. É necessário, portanto, construir um modelo regulatório equilibrado, dinâmico e adaptável, que consiga responder aos riscos presentes sem sufocar a criatividade e a experimentação legítima.

É, por exemplo, na senda do âmbito de proteção dos *supra* referidos neurodireitos ou direitos da mente que encontramos instrumentos regulatórios destinados à proteção da sua especial vulnerabilidade, *v.g.*, na Constituição do Chile, logo em 2021 (Chile, 2021) e nas iniciativas legislativas do Brasil (*v.g.,* projeto de lei 522/22. In Brasil, 2022) e, mais recentemente o Marco da IA (projeto de lei 2338/2023. In Brasil, 2023). Por outro lado, também o Regulamento da IA na UE afasta os sistemas de IA susceptíveis de manipular o comportamento humano e explorar vulnerabilidades do ser humano (Parlamento Europeu, 2024). Como vimos testemunhando, assistimos, verdadeiramente, ao advento de fronteiras digitais (Duarte, Aguiar, González, 2025). De todo o modo, as fronteiras digitais parecem reconduzir-se, de novo, de regresso ao essencial, ou seja, ao princípio da proporcionalidade e os seus subprincípios concretizadores. Ou, de outra forma, as exceções[[9]](#footnote-9), não raras vezes, previstas nos instrumentos jurídicos regulatórios dos sistemas de IA redimensionam-se de acordo com dimensão de proporcionalidade. Esta observação leva-nos, agora, de regresso a uma novíssima velha questão, ou seja: não será já bem conhecida a última fronteira na proteção dos Direitos Humanos na era Digital? Ou seja, a necessidade de contemplar o princípio da proporcionalidade, agora repensado e teoricamente reenquadrado à luz dos novíssimos desafios colocados pelos velozes sistemas de IA. Como dizíamos, uma novíssima velha questão.

*6. Conclusão: Rumo a um Modelo de Governança Algorítmica*

Por fim, entendemos que a incorporação crescente da IA no campo jurídico não deve ser percebida como uma ameaça ao estado de direito, mas como um desafio de natureza regulatória e filosófica que demanda respostas institucionais consistentes, coerentes, robustas e bem fundamentadas. Torna-se essencial promover investigações que explorem não apenas a inclusão de princípios éticos na arquitetura dos algoritmos, mas, sobretudo, a criação de mecanismos efetivos de supervisão contínua e de responsabilização dos agentes humanos envolvidos em sua concepção, implementação e monitoramento.

A governança algorítmica deve ser pautada na transparência, na equidade e no respeito aos direitos fundamentais. Dessa forma, é possível garantir que a IA não seja utilizada como instrumento de erosão democrática, mas como uma ferramenta capaz de aprimorar a prestação jurisdicional e fortalecer os valores do estado democrático de direito.

Assim, perante a advento da tecno-democracia e o potencial influenciador que os sistemas de IA encerram na construção e impacto no pensamento humano e nas suas emoções[[10]](#footnote-10) (Rodrigues *et al.*, 2023), o caminho para o respeito pelos Direitos Humanos e a construção da Justiça Social deverá, necessariamente, integrar instrumentos de literacia digital (Mazzi *et al.*, 2023), desde os primeiros anos de vida dos seres humanos. Novamente, uma novíssima velha questão, ou seja, a questão de saber como utilizar a tecnologia direcionando-a para a construção do bem comum.
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